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We investigate the efficacy of boosting the nonlinear-optical response by using novel systems such
as those in an excited state or with a degenerate ground state. By applying the Three Level Ansatz
(TLA) and using the Thomas-Reiche-Kuhn (TRK) sum rules as constraints, we find the electric
polarizability and first hyperpolarizability of excited state systems to be bounded, but larger than
those derived for a system in the ground state. It is shown that a system with a degenerate ground
state can have divergent intrinsic polarizabilities and that such divergences are real and not relics
of a pathology in the perturbation theory. Furthermore, we demonstrate that these divergences
only occur on time scales short compared to the relaxation time of the population difference to
an equilibrium value. Such systems provide a way to get ultra-large nonlinear optical response.
We discuss examples of huge enhancements in molecules and double quantum dots using a double
quantum well as a model.

I. INTRODUCTION

The interaction of a material with an electric field
is often well described by the electric polarizability
and hyperpolarizabilities. The polarizabilities de-
rive from noting that the electric dipole moment
p = −ex of a material will depend on the applied
electric field E . Doing a series expansion of the
dipole moment in powers of the electric field leads
to

pi = µ
(0)
i +αijEj + βijkEjEk + . . . , (1)

where µ(0)
i is the static dipole moment, α is the po-

larizability tensor, and β is the first hyperpolariz-
ability tensor [1, 2]. Equation 1 is in the frequency
domain, but we will treat the static off-resonant
limit. The polarizabilities are readily determined
from

αij =
∂pi
∂Ej

∣∣∣∣
Ej=0

(2)

and

βijk =
1

1 + δj,k
· ∂2pi
∂Ej∂Ek

∣∣∣∣
Ej ,Ek=0

, (3)

where δj,k is the Kronecker delta.
Large (hyper)polarizabilities are important for a

broad range of applications, including telecommuni-
cations [3], quantum computing [4, 5], three dimen-
sional nanophotolithography [6, 7], and the devel-
opment of materials for cancer therapies [8, 9]. As
such, it is of interest to determine the fundamental
characteristics that lead to large polarizabilities.

Such an investigation has been carried out [10, 11],
beginning with the closed form expressions for the

off-resonant polarizability and first hyperpolarizabil-
ity,

α = 2e2
∑′

n

x0nxn0
En0

(4)

and

β = 3e3
∑′

n,m

x0nx̄nmxm0

En0Em0
, (5)

where |0〉 is the ground state vector, Enm = En −
Em, xnm = 〈n|x|m〉, x̄ = x − x00, the prime on the
sum indicates exclusion of the ground state from the
sum, and the system’s initial state is assumed to be
|0〉. The above expressions are readily determined
from time-dependent perturbation theory and apply
for zero-frequency fields in the absence of damping,
though they can be easily generalized to include os-
cillating fields and relaxation mechanisms [1, 2].

The upper bounds on the (hyper)polarizability is
determined by applying the three-level ansatz (TLA)
and using as constraints the Thomas-Reich-Kuhn
(TRK) sum rules given by∑

n

xpnxnq

(
En −

1

2
(Ep + Eq)

)
=
N~2

2m
δpq, (6)

where N is the number of electrons in the system.
The limits obtained are [10, 11]

αmax =
Nee

2~2

mE2
10

(7)

and

βmax =
4
√

3

(
e~√
m

)3
[
N3/2

E
7/2
10

]
. (8)

The energy difference between the ground and
first excited state, E10, sets a fundamental limit on
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the electric polarizability and first hyperpolarizabil-
ity. These limits have been corroborated by experi-
ment [12], potential optimization [13–17], and calcu-
lations on quantum graphs [18–21] though a recent
Monte Carlo study utilizing filtered sampling sug-
gests that these limits may be an overestimate by
approximately 30% [22].

It is important to reiterate that the above lim-
its are for a system in its ground state. However,
by optical pumping a system can be placed in an
excited state. Indeed, it is known that the polariz-
ability of a molecule can significantly increase with
excitation [23–27]. Such a situation leads one to ask
whether the polarizabilities of such systems–what we
call the excited state polarizabilities–are bounded in
the same sense as above, and whether the excited
state polarizabilities can be larger than the afore-
mentioned limits.

In this paper we seek to answer these questions.
In section II, we apply the TRK sum rules to derive
an upper bound on the excited state polarizabilities
and we compare these limits to those of the ground
state. This comparison will bring up the role of de-
generate states on the polarizabilities, which will be
discussed in section III. Finally, we treat an ensem-
ble of degenerate systems and investigate the effects
of relaxation processes.

II. EXCITED STATE LIMITS

In this section we derive the limits on the polar-
izability and first hyperpolarizability for a system
in the first excited state. We assume the absence
of magnetic fields, which makes the hamiltonian in-
variant under time reversal and allows us to make
the simplifying assumption that the dipole moment
matrix is real valued.

A. Linear response

The polarizability in the first excited state can be
written as

α = 2e2
∑
n 6=1

|x1n|2

En1
. (9)

This can be split into positive-definite and negative-
definite terms

α = 2e2

(
−|x01|

2

E10
+
∑
n>1

|x1n|2

En1

)
. (10)

To find a lower bound, we assume the transition
moment in the negative-definite term, x10, to be at

its maximum. This optimal value is defined via the
p = q = 0 sum rule:

∑
n

|xn0|2En0 =
N~2

2m
(11)

∴ |x10|2 ≤ x2max =
N~2

2mE10
(12)

and requires x0n = 0, ∀n > 1, which makes α
maximally negative. Note that the negative polariz-
ability implies stimulated emission, as one finds for
an inverted population as we have here.

Substituting these values of transition moments
into Equation 9 gives the inequality

α ≥ −Ne
2~2

mE2
10

, (13)

which according to Equation 7 is the negative of the
limit for a ground state system.

We can likewise determine an upper bound on α
by placing all the oscillator strength in the positive
terms. Exclusion of the negative terms from the SOS
expression gives

α ≤ 2e2
∑
n>1

|x1n|2

En1
. (14)

Recalling the p = q = 1 sum rule

∑
n

|x1n|2En1 =
N~2

2m
(15)

with x10 = 0 gives

∑
n>1

|x1n|2En1 =
N~2

2m
. (16)

Assuming that the transition between states 2 and
1 dominates – which gives the largest polarizability,
Equation 14 can be rewritten using Equation 16 to
yield

α ≤ Ne2~2

mE2
21

. (17)

Thus, the bounds of the polarizability for a system
in its first excited state are given by

−Ne
2~2

mE2
10

≤ α ≤ Ne2~2

mE2
21

. (18)

Note that for a degenerate first excited state with
E2 = E1, the limit diverges. This intriguing pos-
sibility for making arbitrarily-large polarizability is
discussed later.
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B. Quadratic response

The limit of the first hyperpolarizability from an
excited state parallels the original work [11, 28]. The
first hyperpolarizability of the first excited state is
given by

β = 3e3
∑′

n,m

x1nx̄nmxm1

En1Em1
, (19)

where we redefine the barring operator as x̄ = x−x11
and the prime now indicates exclusion of the first
excited state from the sum. We can use the p =
n, q = 1 sum rule to get the excited state variant of
the dipole-free SOS expression for β [29]:

β = −3e3
∑′

n 6=m

x1nxnmxm1

(
1

En1Em1
− 2En1 − Em1

E3
m1

)
(20)

where, again, the prime on the sum indicates exclu-
sion of the first excited state. Applying the TLA
gives us

β = −3e3x10x02x21

(
− 2

E21E10
+

2E21 + E10

E3
10

+
2E10 + E21

E3
21

)
(21)

Using the p = q = 0 and the p = q = 1 sum rules,
the upper bound on the transition elements is [28]

|x01x12x20| ≤
E√

1− E
x310X

√
1−X4

≡ E√
1− E

x310
4

√
1

3

√
2

3
G(X), (22)

where the function

G(X) =
4
√

3

√
3

2
X
√

1−X4 (23)

has as a maximum value G( 4
√

3) = 1. Furthermore,
from the p = q = 0 sum rule we have

|x10|3 ≤
(

N~2

2mE10

)3/2

. (24)

Putting this all together results in the inequality

|β| ≤ 1

2
4
√

3

(
e~√
m

)3

N3/2

×
(

1

E10
+

1

E21

)7/2

f(E), (25)

where we have defined E = E10

E20
≤ 1 and

f(E) = −2E2(1− E)2 + 2E4 + (1− E)E3

+ 2(1− E)4 + E(1− E)3. (26)

Finally, it is easy to show that f(E) is bounded
above by 2 and below by 1

4 , giving us a fundamental
limit on the excited state polarizability:

βexc. st.
max =

4
√

3

(
e~√
m

)3
N3/2

E
7/2
10

(
E20

E21

)7/2

. (27)

C. Comparison to ground state limits

The excited state limits are compared with those
derived for the ground state by normalizing them
by the ground state limits to obtain the intrinsic
excited state limits, yielding

−1 ≤αexc. st.
int ≤

(
E10

E21

)2

(28)

−
(
E20

E21

)7/2

≤βexc. st.
int ≤

(
E20

E21

)7/2

. (29)

Since E21 ≤ E20, the excited state hyperpolarizabil-
ity limit is always at least as large as the ground
state one, so the intrinsic excited state limit exceeds
unity. The intrinsic excited state polarizability can
also exceed unity, but not always. When the first
and second excited states become degenerate, then
both intrinsic values diverge. Thus, preparing a sys-
tem in an excited state provides an opportunity for
an intrinsic optical response much larger than what
was previously thought possible based on the analy-
sis of ground state systems.

D. Monte carlo

Although the upper bound on the intrinsic values
can be larger than unity, this does not imply that
intrinsic values of actual systems will be. To deter-
mine the possibility of intrinsic values greater than
one, we implement a statistical approach in which we
randomly generate sets of eigenenergies and transi-
tion moments. The moments and energies are chosen
such that the diagonal sum rules are obeyed exactly,
while the off-diagonal sum rules are obeyed to within
a standard error ε. The technique for choosing such
sets has been described elsewhere [22].

Fig 1 plots the intrinsic excited state limits for
Monte-Carlo-generated “molecules" (points) and the
intrinsic limits given by Equations 28 and 29 (line)
as a function of the energy ratios. The excited state
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intrinsic polarizabilities and hyperpolarizabilities are
much larger than unity, and larger values of E10/E21

tend to give larger intrinsic values, in agreement with
Equations 28 and 29. Also, all points are seen to
fall below the limit line, so the calculated limits are
obeyed.

As the energy ratio E20/E21 becomes large, the
points fall lower below the calculated limits, imply-
ing that they overestimate the response when the
excited states become degenerate. Such behavior is
familiar when the the sum rules are truncated, as is
done in applying the TLA. This can lead to unphys-
ical behavior[30] and give rise to a gap between the
limit and physical systems [22]. Whether this is the
case here, or if this apparent gap is just the result of
under-sampling due to limited computation time is
currently unknown and will be the subject of future
studies.

We stress that intrinsic quantities are not the sole
focus for optimization, but rather are an interme-
diate step in finding materials that scale in a way
that optimizes the raw values. A pitfall to the ap-
proach of optimizing the intrinsic polarizabilities is
that, although large intrinsic values can result from
large excited state polarizabilities, they can also re-
sult from small polarizabilities provided sufficiently
small ground state limits. However, this appears
not to be the case with the excited state polariz-
abilities as illustrated in Fig 2; large intrinsic values
can also correspond to large unscaled values that
are enhanced many orders of magnitude over what
is possible in the ground state.

An interesting example of large polarizability of
an excited-state system is the Rydberg atom, where
one of the valence electrons is excited to a large prin-
ciple quantum number. The atoms are surprisingly
stable due to the negligible overlap of the excited
states with the lower lying states [31]. It is known
that Rydberg atoms tend to have very large polar-
izabilities, varying as n7, where n is the principle
quantum number [32]. Because n is quite large for
Rydberg atoms (upwards of 30), the polarizabilities
can reach values on the order of 1012 a30 [33–35].

To illustrate the enhancement experienced by Ry-
dberg atoms, we consider Rubidium. In the ground
and first excited states, the valence electron occu-
pies the 2S1/2 and 2P1/2 orbitals, respectively, with
energies given in Table I. Hence, the ground state
limit for Rubidium is

αmax =
e2~2

mE2
10

= 2.25688× 108a30, (30)

where we have assumed, for simplicity, that only
the excited valence electron interacts with the field.
The polarizability for Rubidium has been measured

FIG. 1. Intrinsic excited state polarizabilities as function
of energy parameter. The orange line indicates the limits
derived in the previous section and the blue points are
the values obtained from randomly generating energies
and transition moments. One can see that the limits are
well obeyed.

FIG. 2. Unscaled vs intrinsic polarizabilities. The fact
that the polarizabilities can have large scaled and un-
scaled values assures that we are not simply minimizing
the maximum ground state response when seeing large
intrinsic values.
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Level Energy (Eh) Polarizability (a30) Ref.
2S1/2 0.000 3.20× 102 [36, 37]
2P1/2 0.0000665649 [36]
502S1/2 0.000178040 2.03× 1011 [33, 36]
482S1/2 0.000178019 [36]
502P1/2 0.000178026 1.19× 1012 [33, 36]
492S1/2 0.000178028 [36]

TABLE I. Energy levels and static polarizabilities for
Rubidium.

and calculated for excited states up to n = 50, with
some characteristic values shown in Table I. Thus,
the intrinsic polarizability for Rubidium 502P1/2 is
5.27 × 103 a30, much larger than the limit of unity
for ground state systems. Although the states perti-
nent to the dynamics of a Rydberg atom’s optical re-
sponse are not the ground, first, and second excited
states treated above, we still see the same trend: by
exciting to a higher energy state where the energy
levels are more dense, one can exceed the fundamen-
tal limits placed on the ground state polarizabilities.

We can compute the excited state limit if we make
the associations E1 → En = 502P3/2, E2 → En−1 =

492S1/2, and E0 → En+1 = 482S1/2. Note that
482S1/2 and 492S1/2 are associated with E0 and E2

because they are the closest adjacent energy levels to
50P3/2 with a nonzero electric dipole transition mo-
ment with it. The excited state limit for 502P3/2

is then seen to be 1.89 × 1018 a30, which is still well
above the reported value.

Based on the analysis presented in this section, it
is highly likely that molecules exist with an unre-
markable hyperpolarizability, but when excited may
have an ultra-large hyperpolarizability if that ex-
cited state is nearly degenerate.

III. ROLE OF DEGENERATE STATES

In the previous section we saw that a near degener-
acy can enhance the polarizabilities. To investigate
this enhancement, we compute the polarizability us-
ing finite fields and compare to the perturbative
treatment for a double-well potential. That analysis
provides insights into the physics of the divergence.
Finally, we will investigate the effects of interactions
and the relaxation mechanisms. For simplicity we
will focus our discussion entirely on the role of de-
generate states and thus assume the system to be in
a ground state that’s quasi-degnerate with the first
excited state.

FIG. 3. Two lowest energy eigenfunctions as a function
of barrier height. As the barrier height increases, the
eigenfunctions inside the barrier become suppressed and
the states approach degeneracy.

A. Finite fields

We numerically simulate the optical response of
an electron in an infinite well of width L with a
rectangular barrier in the middle of variable height
but with fixed width d. The time independent
Schrödinger equation for the system is, in atomic
units,

−1

2
∇2ψ(x) + V (x)ψ(x) = Eψ(x), (31)

where the potential is

V (x) =


0, 0 < x < L−d

2

V0,
L−d
2 < x < L+d

2

0, L+d
2 < x < L

∞, otherwise.

(32)

The eigenenergies and eigenfunctions are deter-
mined by applying the finite difference technique to
the spatial domain and diagonalizing the resulting
matrix expression for the Hamiltonian. Fig 3 shows
the eigenfunctions for various barrier heights. As the
barrier height increases, the wavefunction inside the
barrier becomes suppressed, resulting in the ground
and first excited state curvatures on both sides to
become identical. Hence, the two states become de-
generate as the barrier height approaches infinity.

The first step in the finite fields method is to com-
pute the induced dipole moment p for a large number
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FIG. 4. Induced electric dipole moment as a function of
electric field strength. In the inset, the orange dotted
line shows the polynomial fit.

of electric field strengths E , resulting in a numerical
representation of the function p(E). An example of
this function for a barrier height of 2000 EH can be
seen in Fig 4. Note that as the field strength in-
creases, the induced dipole moment appears to sat-
urate at 0.8 a30, which corresponds to the particle
being localized in the right well. At infinite field
strength the dipole moment saturates at 1 a30 due to
the particle’s inability to penetrate the infinite walls
on either side of the box.

With the function p(E) in hand, one can fit it with
a polynomial (orange dotted line in the figure) and
determine the polarizabilities by comparison with
Equation 1. This procedure is repeated for several
barrier heights. For comparison, we use the states
for zero field to compute the SOS expression for α,
Eq 4. The results are shown in Fig 5.

There is excellent agreement between the finite
fields method and the perturbation method, and
both methods diverge as the system approaches de-
generacy. This suggests that these large polarizabil-
ities are real and not just the result of perturbation
theory breaking down. Indeed, the physical origin
of the divergence can be readily elucidated. Fig 6
shows the ground state wavefunction for zero field
– where we have assumed the electron to be delo-
calized – and for an infinitesimal field, where the
ground state is unique. It is seen that the electron
immediately localizes upon application of the field.
This corresponds to a nearly discontinuous change
in the mean position of the electron which, in light
of Eq 2, implies a truly divergent polarizability.

It is important to note that the divergence is not
present at degeneracy. For infinite barrier height,
the delocalized state cannot tunnel through the bar-
rier, preventing the electron from occupying the

FIG. 5. Polarizability as a function of barrier height.
The polarizability is seen to diverge as the barrier height
increases and the system approaches degeneracy, while
the intrinsic polarizability approaches zero. The diver-
gence is present in both the perturbative and finite fields
calculations, suggesting that it is a real effect. The inset
shows the percent difference between the finite fields and
perturbative treatments.

ground state of the perturbed system. Indeed, the
time it takes the electron to tunnel through the bar-
rier is inversely proportional to the energy difference
between the two states. The energy difference be-
tween the states is unchanged to first order in per-
turbation theory, whence we find the time to tunnel
τ is

τ =
1

E10
. (33)

Thus, the response time also diverges. Indeed, the
intrinsic polarizability α/αmax goes to zero as the
barrier height becomes infinite, and thus we can con-
clude that the response time diverges more quickly
than the plarizability. If we recall that the figure
of merit (FOM) for the electric polarizability can
be defined as the polarizability divided by the re-
sponse time, we see that although the polarizability
diverges, the FOM remains finite.

B. Effects of damping

The above calculations only treat a single elec-
tron, isolated from any outside interactions. We
would like to include relaxation mechanisms into the
dynamics to determine whether the aforementioned
divergences are physically feasible. As such, it is
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FIG. 6. Ground state wavefunction before and after ap-
plication of an infinitesimal field. Note the discontinuous
jump of the mean position of the electron from 0.5 a0 to
0.8 a0, which corresponds to a divergent polarizability.
The data was taken for a field strength of E = 1× 10−10

EH/(ea0).

pertinent to investigate the behavior of an ensemble
of such near degenerate systems. Before doing so,
however, we will first treat a single electron in the
presence of damping.

1. Single electron with damping

To include damping into the single electron
scheme, one effectively lets En0 → En0 − iγn0 in Eq
4, where γn0 describes the relaxation mechanisms.
The most natural choice of damping parameter is
that deriving from Fermi’s Golden Rule. That is,
the natural linewidth

γnm =
1

~
Γnm

=
2

3~

(
Ωnm
c

)3

e2|xnm|2. (34)

This term typically prevents the denominator from
vanishing and results in a complex but finite polar-
izability. Inclusion of damping, however, has a min-
imal effect on the divergence seen above because of
the form of Eq 34. As the system approaches de-
generacy, the damping term approaches zero faster
than the energy difference, as illustrated in Fig 7.

2. Dynamics of an Ensemble

The dynamics of an ensemble have been treated
before [1] and are well known. Assuming we are suffi-

FIG. 7. The pertinent energy difference E10 along with
the corresponding damping term γ10. The damping term
approaches zero in the degenerate limit more quickly
than does the energy difference, thereby not supressing
the divergence of the polarizabilities.

ciently close to degeneracy that only the ground and
first excited state matter, we can treat the system as
consisting of only two levels. The steady-state result
for the zero-frequency susceptibility–to all orders–is
[1]

χ = −N (ρ11 − ρ00)
(eq) |µ10|2 (Ω10 + i/T2)T 2

2 /~
1 + (ω10)

2
T 2
2 + (4/~2)|µ10|2|E|2T1T2

(35)

where Ω10 = E10/~ is the resonant frequency be-
tween the two states and the relaxation processes
are described by time constant T1, the characteristic
time at which the population difference (ρ11 − ρ00)
decays to its equilibrium value, and T2, the dipole
dephasing time between the two states. If we treat
the optical field as a reservoir with which the ensem-
ble can exchange energy we can apply the canonical
ensemble to compute the probability of being in a
given state. The probability Pi of occupying a state
with energy Ei is given by the well known expression
[38]

Pi =
e−βEi∑
j e
−βEj

, (36)

where β = 1/kT . For a degenerate two-level system,
this reduces to

P1,2 =
1

2
. (37)

which leads to the result

(ρ11 − ρ00)
(eq)

= 0. (38)
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We see that the steady state response is zero. Thus,
the system will only have a large optical response
when there is nonzero population difference between
the degenerate states; that is, as long as the relax-
ation processes are very slow compared to the time
of the experiment.

IV. CONCLUSION

In summary, a divergent upper limit of the excited
state polarizabilities that exceeds the well-known
ground state limits has motivated the above studies
to determine whether this enhancement effect can be
applied to real systems. A filtered monte carlo algo-
rithm shows that it is physically feasible for an ex-
cited state system to have an intrinsic polarizabilty
greater than unity, thus beating the ground state
limit. The finite field method demonstrates that the
divergent polarizabilities are not simply the result
of a misapplication of perturbation theory but are
physical in nature on short time scales. Finally, we

have shown that the polarizability can be enhanced
by exciting a molecule and these enhancements orig-
inate in the near degeneracy of highly-excited states
that near the continuum band. Similarly, a system
with a degenerate ground state also shows a diver-
gent response; a double quantum well is shown to
behave in this way. These results suggest several av-
enues for enhancing the nonlinear-optical response
in common systems.

In particular, this work suggests the design of new
molecules made of two sub-units that are weakly in-
teracting to mimic the particle in a box with a large
central barrier. The difficulty of this approach may
be in forcing the system into a ground state where
one electron is delocalized over the two sub units.
Alternatively, artificial structures such as nanowires
with defects or double quantum dots [39, 40] may
be simpler to fabricate as long as their response is
quantum in nature, requiring either low temperature
or small structures. While challenges may persist,
these observations demonstrate that there are ways
to trick nature into getting ultra large nonlinear re-
sponse, which can be put to use in new devices.
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